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ABSTRACT
Modular data centers (MDCs) that can be placed right at the
energy farms and powered mostly by renewable energy, is a
flexible and effective approach to lowering the carbon foot-
print of data centers. However, the main challenge of using
renewable energy is the high variability of power produced,
which implies large volatility in powering computing re-
sources at MDCs, and degraded application performance due
to the task evictions and migrations. This causes challenges
for platform operators to decide the MDC deployment.
To this end, we present SkyBox, a framework that em-

ploys a learning-based approach for platform operators to
explore the efficient use of renewable energy with MDC de-
ployment across geographical regions. SkyBox is driven by
the insights based on our study of real-world power traces
from a variety of renewable energy farms – the predictable
production of renewable energy and the complementary na-
ture of energy production patterns across different renewable
energy sources and locations. With these insights, SkyBox
uses the coefficient of variation metric to select the qual-
ified renewable farms, it can identify a set of farms with
complementary energy production patterns with a subgraph
identification algorithm. After that, SkyBox enables smart
workload placement and migrations to further tolerate the
power variability. Our experiments with real power traces
and datacenter workloads show that SkyBox has the low-
est carbon emissions compared with existing approaches.
SkyBox also minimizes the negative impact of the power
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variability on cloud applications, enabling it an effective so-
lution of utilizing renewable energy for modern data centers.

CCS CONCEPTS
• Hardware → Renewable energy; • Information sys-
tems→ Data centers; • Computing methodologies→
Planning and scheduling.
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1 INTRODUCTION
Data centers today consumemore than 2% of total U.S. power
[1] and emit even more carbon than the aviation indus-
try [79]. The power consumption of data centers is projected
to further increase in the near future [78]. As a result, major
datacenter vendors have to purchase carbon credits to tem-
porarily offset the carbon impact of data centers [46, 71, 95].
However, this can only temporarily mitigate the carbon im-
pact of data centers. To curb the carbon footprint of data
centers at scale, a promising long-term solution is to rely
more on renewable energy sources (e.g., solar and wind) as
opposed to non-renewable sources (e.g., oil and gas). This
is feasible, especially considering the recently reduced cost
of renewable energy [2, 56]. However, the key challenge of
utilizing renewable energy is their variability across time
and space. For instance, solar power production varies across
time and geographical locations, and wind power production
changes frequently based on the direction and speed of wind.
To manage the variability of renewable energy produc-

tion, two common approaches have been explored. The first
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Figure 1: The target system architecture of SkyBox. It
facilitates the deployment of renewable energy-based
modular data centers across multiple geographical re-
gions at scale.

approach is to transmit energy (a mix of renewable and
non-renewable energy) via transmission lines to data cen-
ters. This approach incurs significant monetary cost, addi-
tional carbon footprint, and increased complexity of power
management, due to the uncontrollable mix of renewable
and non-renewable energy sources [2]. Specifically, about
half of the cost is due to the power transmission and dis-
tribution [37]. As an alternative, batteries are used to store
power and supply at a later time. However, they are expen-
sive for large-scale datacenter deployment and minuscule
in scale [77]. For instance, the battery capacity in the US is
only 0.4% of the overall solar and wind capacity [20, 34].

To address these issues, both academic and industry com-
munity [23, 36, 39, 72] proposed to move data centers closer
to renewable energy farms and powering data centers using
renewable energy. In this paper, we focus on modular data
centers (MDCs), and co-locate MDCs with renewable energy
farms as shown in Figure 1. This is because modular data
centers have low construction cost, and offer great mobility
across different regions [16, 39, 43]. The renewable energy-
based modular data centers rMDCs can alleviate the heavy
use of batteries and power transmission lines, and have a
great potential to achieve zero emissions. Most recently, we
have seen that datacenter vendors have been planning to
deploy MDCs to meet the increasing demands on cloud com-
puting while achieving the carbon-free goal [8, 36, 45, 72].
However, as we deploy modular data centers, the power

variations in renewable energy farms create challenges. First,
due to the power variability of renewable energy sources, the
data center resources can be powered on or off as renewable
power increases or decreases. This can cause applications to
fail, interrupt, or migrate, slowing down their execution. Sec-
ond, as we scale the deployment of renewable-based data cen-
ters across multiple regions, it is non-trivial to consider the
volatility. It creates a large exploration space for identifying
an optimized solution, as we have multiple geographically
distributed sites with varying power over time. Third, the
dynamic nature of the volatility patterns further complicates
the challenges and creates the need for dynamic solutions.

To this end, we develop SkyBox, a framework that uses a
holistic and learning-based approach to enabling the efficient

use of renewable energy with rMDC deployment at scale.
With SkyBox, we aim to answer three research questions:
(1) where to deploy rMDCs across geographical regions? (2)
how to maximize the efficiency of renewable energy sources
across multiple rMDCs? and (3) how to enable smart appli-
cation placement and migrations across rMDCs to minimize
the performance impact of the power variability of renew-
ables. By answering them, we wish SkyBox will facilitate the
deployment and operation of rMDCs at scale.
We drive the design of SkyBox with three main observa-

tions based on our study of the distribution and production
patterns of energy sources generated at more than 500 en-
ergy farms in total. We first observe that not all renewable
farms are good candidates to place rMDCs as some farms
consistently do not have enough stable power output. Sec-
ond, the power production can be complementary across
multiple geographically distributed energy farms, and their
aggregate power is more stable than each individual site.
Third, while the variability is high, renewable energy pro-
duction is predictable for a reasonable prediction horizon
(i.e., 3–24 hours). This offers sufficient time for datacenter
operators to identify power changes in advance and migrate
workloads hours ahead for tolerating the power variability.

SkyBox proposes three main techniques leveraging the
aforementioned insights. (1) Site pruning for reducing the
exploration space when deploying rMDCs. It quantifies the
coefficient of variation of the power production of renewable
energy farms based on their historical traces. This enables
datacenter operators to identify the sites that have relatively
stable power supply and capacity. (2) Subgraph identifica-
tion for pinpointing rMDC locations that have stable ag-
gregated power production. Within the same subgraph, the
power production pattern of each renewable energy farm is
complementary. Therefore, the subgraph will deliver stable
aggregated power production as a whole. (3) Smart virtual
machine (VM) placement and migration for minimizing the
impact of power variability, by developing a Mixed-Integer
Program (MIP) model for enabling optimized VM placement
and migration across rMDCs.

Specifically, as building rMDCs at every renewable farm is
neither practical nor needed (e.g., Europe alone has over 550
renewable farms), we locate a subset of renewable farms to
deploy rMDCs (site pruning). We first analyze the historical
power traces to select farms that exhibit low power variabil-
ity and complementary power production patterns. After the
site pruning, we could identify a small set of locations for
rMDCs, where each rMDC is represented by a time series
of “compute capacity” instead of a constant compute capac-
ity. Therefore, we can capture and represent the dynamic
changes of its co-located renewable energy farm.
Second, to tolerate the power variability, we run applica-

tions on this fleet of geographically distributed rMDCs as
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a single resource with stable aggregated power. We parti-
tion the possible sites for rMDC deployment into indepen-
dent subgraphs (subgraph identification). Based on these
subgraphs, SkyBox can help cloud platform vendors decide
the locations for rMDC deployment. With the SkyBox frame-
work, cloud vendors can also periodically re-identify the
subgraphs to ensure each subgraph has stable aggregated
power production, and migrate cloud applications across
rMDCs if needed based on their power availability.

Third, as cloud platform operators manage a diverse set of
cloud applications, SkyBox assigns each cloud application or
VM to a subgraph and then to a rMDC within the subgraph
(VM placement and migration). We make smart decisions
with our learning-based approaches to minimize the impact
of interruptions caused by the power variability. SkyBox
formulates the VM placement and migration problem into
an optimization problem using the Mixed-Integer Program
(MIP) model [38], as it can make optimized decisions for
a large set of VMs and rMDCs with a global perspective.
SkyBox takes VM properties (e.g., regular or evictable) into
consideration to match each VM with its best-fit rMDC, and
can effectively handle dynamic power supply patterns by
leveraging the predictability of renewable power supply.
We implement SkyBox framework by enabling the re-

play of the power variations for each rMDC with real-world
power traces from renewable energy farms, and the replay
of the VM execution and migration across rMDCs with real-
world VM traces from cloud platforms [9]. Our evaluation
shows that, with careful selection of rMDC sites, and proper
placement of VMs in rMDCs, SkyBox can reduce the total
carbon footprint by 46% with low VM migration frequency,
in comparison with conventional datacenter deployment
approaches. Therefore, we believe that SkyBox can comple-
ment current data centers to meet the compute demand in a
more sustainable manner.
As modular data centers have lower construction costs

compared to conventional data centers, in combination with
the minimal use of batteries, SkyBox helps datacenter ven-
dors identify the rMDCs deployment that incurs low embod-
ied carbon footprint. With its minimized usage of the power
grid, it also has a minimal operational carbon footprint. As
SkyBox utilizes the aggregated power production of a few
stable energy farms, it minimizes the overprovisioning of
power and compute resources, which further reduces both
the embodied and operational carbon emission. Overall, we
make the following contributions in the paper:
• We conduct a characterization study of renewable energy
with power traces from real-world energy farms (§2).

• We design a site-pruning technique using historical traces
to locate viable renewable sites for rMDCs (§4.2).
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Figure 2: Power variation in renewable energy farms.

• We propose a subgraph identification technique that can
identify small complementary subgroups of energy farms
based on the prediction of their power variability (§4.3).

• We develop optimization techniques for smart VM place-
ment and migration to minimize the negative impact of
power variability on VM performance and maximize the
efficiency of rMDCs (§4.4).

• We implement SkyBox framework to facilitate the deploy-
ment of rMDCs at scale, and conduct a detailed evaluation
using real-world renewable energy and VM traces (§5).

2 CHARACTERIZATION OF RENEWABLE
ENERGY

To motivate the design of SkyBox, we first characterize the
variability of renewable energy sources. The production of re-
newable energy depends on various factors. Without loss of
generality, we quantify the variability of twomain renewable
energy sources, solar and wind, by analyzing two represen-
tative years-long datasets: (1) EMHIRES dataset [44, 55] with
traces from 555 sites in Europe and (2) ELIA dataset [32] from
25 sites in Belgium that includes per-site power production
traces and forecasts.

As expected, we observe significant variation across space
(different farm locations), time (times of the day and seasons),
and power resources (solar and wind). Figure 2 shows a 4-
day sample of solar production, normalized to the maximal
energy production capacity. Solar energy follows a periodic
diurnal pattern, but days overcast with heavy clouds can
significantly reduce the peak production (3.5% vs. 77% in the
following day), and days with variable cloud patterns cause
spiky energy production. And different energy sources ex-
hibit different patterns. The wind energy production for the
same duration exhibits sharp peaks and valleys (depending
on the weather conditions), but rarely drops to zero.

2.1 Complementary Variability Patterns
Despite the large variability in a single renewable energy
farm, we observe that these variability patterns are often
complementary among different renewable energy farms
across a geographical region. This complementary pattern
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Figure 3: Reducing the variability in renewable energy
production by aggregating multiple sites.

can be generated by using different energy sources (e.g., wind
vs. solar), and geographical locations with different impacts
of micro-climates and weather (e.g., same solar source but in
two different locations, one of which is covered by clouds).

Figure 3a demonstrates such an example from the EMHIRES
dataset. To gauge the variability of power produced over time,
we use the coefficient of variation (CoV) of renewable power
produced at different timestamps as the metric. CoV is the
standard deviation divided by the mean, so a higher CoV im-
plies more variability. In Figure 3a, by combining the energy
sources from one solar farm (Solar_1) and one wind farm
(Wind_1) we deliver more stable energy than the single solar
farm (5.6× lower CoV). Adding another wind farm (Wind_2)
further reduces the variability and decreases the value of
CoV by an additional 1.5×. Thus, we reach that:
Observation 1: Power variability in renewables can bemasked
by selecting a subgroup of complementary sites.
We further analyze how long the complementary sites

can remain complementary. We define a group of sites as
complementary sites if their aggregated power production
is stable (CoV< 0.4) for at least one week. Our results show
that the complementary sites remain stable for 14.4 days on
average and up to 44 days, as shown in Figure 3b. For the
example shown in Figure 3a, the three renewable sites can
maintain a complementary pattern for 30 days. Therefore,
our analysis suggests that we can re-identify complementary
sites periodically but not frequently.
Observation 2: The complementary sites could preserve the
complementariness for 2 weeks on average and up to 6 weeks.

2.2 Predictability of Renewables
The main cause of power variability is the weather condi-
tions, which can be predicted accurately a few hours ahead.
We show the power forecasts provided in the ELIA dataset [32]
(based on the weather forecasts) in Figure 4. The predictions
for near-future power production are accurate enough to
capture important trends. The mean absolute percentage
error (MAPE) for the next 3-hour predictions is 8.5–9.0%, for
day-ahead predictions is 18–25%, and for week-ahead predic-
tions is 44%–75%. This predictability provides insights into
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Figure 4: Energy prediction of solar and wind in near
(e.g., 3-hour-ahead) and far-away future (week-ahead).

how the power resources will change, and when will work-
load migrations be needed (see the detailed discussion in
§4.4). As the power changes can be predicted within several
hours to one day ahead, we have sufficient time to migrate
applications to further tolerate the power variability.
Observation 3: Renewable energy is predictable for a reason-
able prediction horizon (3–24 hours) in the future.

3 BACKGROUND OF MODULAR DATA
CENTERS

To facilitate our discussion on rMDC deployment, we now
present the technical background of modular data centers.

3.1 Modular Data Centers
Modular data centers (MDCs) attract much attention from
datacenter vendors, as they have low construction cost and
installation time [51, 89, 99]. Many cloud vendors have also
deployed MDCs in production [53, 73, 86]. An MDC orga-
nizes the server racks, cooling system, power supply, and
batteries in one or more containers, which provides conve-
nience for installation and shipping. In Table 1, we list the
configurations and costs of an example MDC FusionModule-
2000 [94]. A typical MDC consists of 10 racks (each rack
with 15 servers), 3 battery cabinets with a default 15-minute
backup time, and 3 cooling containers. Among all the com-
ponents, server racks take a major portion of the embodied
carbon (i.e., carbon emission of manufacturing, construction,
and shipping), installation cost, and building footprint. The
battery cabinets have less installation cost and building foot-
print, as they are usually used for emergency backups with a
small capacity. It is worth noting that the MDC construction
is much less affected by its location compared to traditional
site-built data centers, as the MDCs are often organized into
standard, prefabricated containers off-site [51, 89, 99].

3.2 Renewable Energy-based MDCs
Modular data centers are well-suited to collocate with renew-
able energy farms for their flexibility and low construction
costs. Major datacenter providers have recently invested in
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Table 1: A summary of the core components in a mod-
ular data center, and their cost and characteristics.

Modular DC Server Rack Cooling Battery
Power (𝑘𝑊 ) 150 35 -

Embodied Footprint (𝑡𝐶𝑂2𝑒) 88.7 3.7 5.5
Cost ($) 450K 10.9K 46.9K

Footprint (𝑚2) 20.6 5.8 5.8
Capacity 10 racks - 15 mins

building rMDCs that can be easily deployed alongside re-
newable energy farms [52, 69]. However, the key challenge
with collocation is the variability of the renewable energy
production (see §2). To cope with this, current studies usu-
ally leverage batteries and/or power grids. We discuss their
pros and cons as follows.
Batteries. Batteries can tolerate the volatility of renewable
power supply [2, 68, 96] by storing the surplus renewable
energy and discharging it when the renewable power is in-
sufficient. However, deploying batteries in rMDCs faces two
critical challenges. First, the current rMDC battery capacity
is insufficient to tolerate the renewable energy production
variation (up to several hours). Second, increasing the battery
size will increase the cost and building footprint. Considering
the commercial-scale battery ($1250/𝑘𝑊ℎ [77]) with a one-
hour backup time (for servers in Table 1), the hardware and
installation cost accounts for >30% of the total rMDC cost,
and the building footprint reaches >40% of the total foot-
print. Therefore, it is less practical to fully rely on batteries to
tolerate long-lasting renewable power supply fluctuations.
Power grid. The power grid serves as a backup energy
source for rMDCs, as it is a more stable power supply. Draw-
ing energy from the power grid helps the rMDC keep servers
running when the renewable power supply drops. How-
ever, the grid mainly supplies power from non-renewable
energy sources today, which have significantly larger carbon
intensity [48]. Therefore, extensive power grid use will in-
crease the operational carbon footprint of the rMDC. In our
work, we aim to minimize the use of power grid in rMDCs.

4 DESIGN AND IMPLEMENTATION
The goal of SkyBox is to best utilize renewable energy when
collocating MDCs with renewable energy farms while min-
imizing the negative impact on application performance.
SkyBox has a comprehensive consideration of different en-
ergy sources. SkyBox uses renewable energy as its primary
source and the power grid (non-renewable) as a backupwhen
renewable energy becomes insufficient. Since the power grid
usage is a major source of operation carbon footprint, Sky-
Box maximizes the use of renewable energy for rMDCs and
minimizes the use of power grid and batteries to reduce
carbon emissions when renewable energy is insufficient.

Subgraph Scheduler

Energy Farm Identification (§4.2) Subgraph Identification (§4.3)

Global VM Scheduler  (§4.4)

Subgraph Scheduler

VM Placement

VM Migration
Misprediction

Handling  (§4.5)

Subgraph 
Connection

VM1

VM2 VM3 VM2

Collocated Sites

Figure 5: System overview of SkyBox.

4.1 SkyBox Overview
SkyBox takes a holistic and learning-based approach. It has
four core components as shown in Figure 5.
• Identification of renewable energy farms: To decide
where to deploy rMDCs, SkyBox uses the stability of power
supply as the keymetric. By collocating rMDCs with stable
renewable energy farms, it ensures a reliable power supply,
and also reduces embodied carbon as it can overprovision
fewer servers (§4.2).

• Subgraph identification of complementary sites: Our
study reveals that a small group of renewable energy farms
with complementary patterns can produce stable aggre-
gated power supply (§2.1). SkyBox identifies a set of sub-
graphs from the selected rMDCs, where each of them has
complementary renewable energy sources. With the sub-
graph candidates, we can select ones with the stablest
power supply (§4.3).

• VM placement and migration: Since each individual
rMDC of a stable subgraph may still face power variability,
SkyBox performs optimized VM placement and migration
within the subgraph. Utilizing the predictability of renew-
able energy production (see §2.2) and VM characteristics
(e.g., lifetime), SkyBox places VMs on stabler rMDC and
performs VM migrations from rMDCs with insufficient
power to those with excessive power. The optimized VM
placement and migration minimizes the usage of power
grid and reduces the operational carbon footprint (§4.4).

• Misprediction handler: Predictions of the future power
supply and VM lifetime may incur misprediction. SkyBox
gracefully handles the mispredictions and it incurs mini-
mal overhead (§4.5).

4.2 Identification of Energy Farms for
rMDCs

SkyBox first decides which renewable energy farm to collo-
cate with each rMDC. There are a large number of renewable
farms, and not all of them are required or suitable for building
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Figure 6: Improved power stability and reduced embod-
ied carbon footprint (lower is better).

a rMDC. For example, there are over 500 farms in Europe cur-
rently [44, 55], so it is unnecessary to deploy rMDCs in each
farm site. Typically many factors govern which locations are
best for deploying data centers, they include the proximity
to users, operating cost, geography, and others [15, 40, 92].
However, the stability and complementarity of power pro-
duction of each renewable farm are playing the most crucial
role in determining the rMDC sites [2, 45]. This is because
the available computing resources of rMDCs are determined
by the fluctuated power production, which in turn affects
the services of cloud applications. SkyBox focuses on this
technical aspect, with the goal of assisting cloud platform
vendors decide the rMDC locations.

SkyBox prefers renewable energy farms with stable power
supply. This is for twomajor reasons. First, collocating rMDCs
with stable farms guarantees higher resource availability,
which reduces the power grid usage and incurs less VM
outages. Second, the collocation scheme helps reduce the
embodied carbon footprint and the demand for batteries.
This is because rMDC with a higher power supply fluctua-
tion has to overprovision additional server capacity to utilize
the peak renewable energy production. rMDCs with more
stable power supply require less server capacity and battery
capacity, therefore mitigating the embodied carbon footprint
and construction cost.

SkyBox uses the coefficient of variation (CoV) of the power
production as the key metric to rank the farms. Figure 6 (left)
shows the CoV of the three selected energy farms is much
less (51%) than that of the selected energy farms. In compar-
ison with rMDCs supplied with stable power sources (e.g.,
power grid), Figure 6 (right) shows the additional embodied
carbon cost of building rMDCs of these selected farm sites
is much less than that of unselected farms (see the detailed
procedure of calculating carbon emissions in §5.1). This is
because these rMDCs need fewer servers for the overpro-
visioning for tolerating the power variability of collocated
energy farms. Although SkyBox causes embodied carbon
footprint for constructing rMDCs, it significantly reduces
the total carbon emissions by reducing the operational car-
bon footprint. We will discuss it in details in §5.
The site identification of SkyBox selects rMDCs mainly

based on the stability of renewable energy production since
this is the main concern of using renewable energy. Note

that SkyBox is flexible to integrate constraints specified by
cloud vendors (e.g., location constraints) in the site selection
procedure. Furthermore, even if we do not select rMDCs
with the stablest power supply, SkyBox can still reduce the
total carbon footprint with its subgraph identification and
optimized VM placement and migration (see §4.3 and §4.4).

4.3 Complementary Subgraph
Identification

In §4.2, we identify a set of renewable energy farms with
stable power supply to collocate with rMDCs. However,
three major challenges remain. First, managing these rMDCs
across multiple geographical regions will be complicated.
It brings challenges to datacenter operators, especially con-
sidering the diverse power production patterns at different
farms. Second, the selected farms individually cannot con-
stantly generate stable power production over time. Third,
as cloud providers place their VM workloads across all the
rMDCs, the decision space could be extremely large. An ill-
judged decision could cause the inefficiency of VMs and even
unexpected VM outages due to the unstable power supply.
Key idea: To address those challenges, we identify disjoint
subgraphs from these rMDCs. Each subgraph has a subset of
renewable energy farms. To build a subgraph, we use three
metrics: (1) the CoV of the aggregated power production; (2) the
minimum power production of the farms; and (3) the distance
between sites. The first and second metrics are based on the
historical power production of each farm. They guarantee
that we select the subgraphs with sufficient and stable aggre-
gated power supply. The third metric ensures the selected
subgraphs have low communication overheads. In practice,
cloud vendors make sure their data centers are at least 100
miles apart to guarantee physical isolation. They should also
be not too far away from each other to ensure low network
overhead (e.g., less than 1,000 miles between European data
centers of a major cloud vendor [54, 74]). Therefore, we set
the upper bound limit for the distance between sites in a
subgraph as 500 miles by default, so that the rMDC deploy-
ment will fall within this range. Note that this parameter is
configurable. SkyBox can identify more complementary sub-
graphs with a larger upper limit, which offers the flexibility
for cloud vendors to decide their exploration space.
We enumerate all possible subgraphs and rank them us-

ing the aforementioned three metrics. We iterate through
the set of subgraphs in the rank order and select the sub-
graph that has no intersection with the previously selected
subgraph. After that, we have a set of subgraphs that have
complementary patterns.
Key study results: Exhaustively enumerating all the sub-
graph candidates can lead to non-trivial overhead, since the
number of subgraph candidates grows combinatorially as we
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increase the number of farm sites and the size of subgraphs.
Ideally, we wish to minimize the size of subgraphs, while re-
taining the complementary benefits, which can simplify the
power management and task scheduling across data centers.
Small subgraphs are sufficient for rMDC deployment:
Identifying subgraphs from a large set of farm sites is a
non-trivial problem. The number of subgraph choices grows
combinatorially as we increase the number of sites and vary
the size of subgraphs. Ideally, we wish to keep the size of
subgraphs as small as possible, while retaining the comple-
mentary benefits. With a small subgraph, we can simplify
the power management as well as the task scheduling across
data centers. According to our study of the 555 farms (the
EMHIRES dataset [44, 55]), we find that small subgraphs
with 3 sites have complementary power patterns, and can
provide a sustained power capacity. We show the aggregated
power and average CoV of the power with different subgraph
size 𝐾 in Figure 7. In the best case (Ideal in Figure 7), all farm
sites are grouped into a single subgraph, it has the highest
stable aggregated power and the lowest variability (CoV). As
we vary the size 𝐾 in Figure 7, the stable aggregated power
of the subgraphs with size 𝐾 = 3 can reach to the 80− 90% of
the ideal stable power, and its CoV is also comparable to the
ideal case. As we further increase the subgraph size, we will
enlarge the exploration space. However, it does not bring
more significant benefits. Therefore, we set 𝐾 = 3 as the
subgraph size in SkyBox. After the subgraph identification,
we observe that the identified subgraph of SkyBox consists
of (1) three wind farms or (2) a mix of solar and wind farms.
SkyBox does not group three solar farms together into a
subgraph, since this often has higher variability.
Subgraph identification is a dynamic problem: As the
power patterns of a renewable site may change over time.
Our study shows that subgraphs usually retain their com-
plementariness for two to six weeks. Therefore, SkyBox can
re-identify subgraphs that have complementary power pat-
terns every two weeks or longer for stable aggregated power
supply. Note that the subgraph re-identification procedure
only defines how to group rMDCs into subgraphs, it will not
incur any additional VM migration or suspension.
As each subgraph has stable aggregated power supplies

from renewables, cloud vendors can deploy rMDCs close

to renewable energy farm sites in these subgraphs. Note
that cloud vendors can select one or more subgraphs as
the candidates for rMDCs deployment, or deploy rMDCs
at the farm sites covered in all the subgraphs. After the
rMDC deployment, we do not need to move the deployed
rMDCs frequently (even upon subgraph re-identification).
Instead, SkyBox suggests migrating cloud applications across
deployed rMDCs for lower cost. And SkyBox develops a set
of algorithms for cloud VM placement and migration (§4.4)
to minimize its impact on the application performance.
SkyBox is still applicable if any regulations enforce cer-

tain constraints on certain rMDCs that should not form a
subgraph for VM migrations. SkyBox may identify fewer
subgraph candidates, but this does not affect its feasibility.
SkyBox is a framework that helps cloud vendors explore and
decide the deployment plans of modular data centers.

4.4 VM Placement and Migration
After identifying the subgraphs, we now place VMs across
these subgraphs and their rMDCs. A simple approach is
heuristic-based VM placement, such as greedily placing VMs
onto the rMDCs in the order of their resource availability.
However, heuristic-based approaches are often suboptimal,
especially when the power supply changes over time, and
different VMs have different priorities and demands for com-
puting resources. Therefore, it is difficult for heuristic-based
approaches to identify the best rMDC for each VM.

SkyBox formulates the VM placement and migration prob-
lem into an optimization problem using the Mixed-Integer
Program (MIP) model [38]. SkyBox employs the MIP model
for three reasons. First, the MIP model can make optimized
decisions for a large set of VMs and rMDCs with a global per-
spective. Second, it can take VM properties (e.g., regular or
evictable) into consideration to match each VM with its best-
fit rMDC. Third, the MIP model can effectively handle the
dynamic power supply patterns of rMDCs by leveraging the
predictability of renewable power supply to find optimized
solutions in advance.

SkyBox employs a hierarchical approach for its VM place-
ment and migration policies. It takes three steps to make
decisions: (1) VM placement among subgraphs, (2) VM place-
ment within each subgraph, and (3) VM migration across
rMDCs within a subgraph.
VM placement among subgraphs: SkyBox first relies on
heuristic-based approaches for VM placement across sub-
graphs. This is because the aggregated power supply of each
subgraph is relatively stable. We empirically find that the
heuristic-based approach can handle such a scenario well.
Specifically, SkyBox employs the best-fit placement algo-
rithm.Wemaintain a list of subgraphs ordered by the amount
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Table 2: Input constants of our MIP model.

Symbol Interpretation
M,D,N,K𝑛,T A set of𝑀 regular VMs, 𝐷 delay-insensitive VMs, N

subgraphs, 𝐾 rMDCs for subgraph 𝑛, time interval T
𝑃𝑜𝑤𝑒𝑟𝑚𝑡 The power draw of VM𝑚 at time 𝑡
𝑀𝑒𝑚𝑚 The memory size of VM𝑚

𝐿𝑖𝑓 𝑒𝑡𝑖𝑚𝑒𝑚 The predicted lifetime of VM𝑚

𝑅𝑆𝑛𝑘𝑡 Renewable power supplied to the 𝑘th rMDCs of sub-
graph 𝑛 at time 𝑡

𝑃𝑜𝑤𝑒𝑟𝑀𝑖𝑔𝑟 Power consumption of migration (per GB VM states)
𝐶𝐼𝑁𝑅,𝐶𝐼𝑅 Carbon Intensity of non-renewable energy and renew-

able energy [2]

of excess power. When a VM arrives, we place it on the sub-
graph with the highest amount of resources available. If the
subgraph has no excess power, we remove it from the list.

O1 Carbon:min
∑︁

𝑛∈N,𝑘∈K𝑛,𝑡 ∈T
𝑁𝑅𝑛𝑘𝑡 ·𝐶𝐼𝑁𝑅 + 𝑅𝑈𝑛𝑘𝑡 ·𝐶𝐼𝑅 (1)

O2 Uptime:max
∑︁
𝑚∈D

𝐿𝑖 𝑓 𝑒𝑡𝑖𝑚𝑒𝑚

𝐿𝑖 𝑓 𝑒𝑡𝑖𝑚𝑒𝑚 + 𝐷𝑜𝑤𝑛𝑡𝑖𝑚𝑒𝑚
, s.t.

C1 Power:∀𝑛 ∈ N, 𝑘 ∈ K𝑛, 𝑡 ∈ T :
𝑅𝑈𝑛𝑘𝑡 ≤ 𝑅𝑆𝑛𝑘𝑡

𝐶𝑜𝑛𝑠𝑢𝑚𝑛𝑘𝑡 = 𝑁𝑅𝑛𝑘𝑡 + 𝑅𝑈𝑛𝑘𝑡 =
∑︁

𝑚∈M∪D
𝑋𝑚𝑛𝑡 · 𝑃𝑜𝑤𝑒𝑟𝑚𝑡

Formula 1: The key objectives and model constraint.

VM placement among rMDCs in a subgraph: After iden-
tifying the suitable subgraph, SkyBox decides where to place
the VM among rMDCs within each subgraph. Since the re-
newable power supply for each individual rMDC is less stable
than the aggregated power supply of each subgraph, the VM
placement problem across rMDCs is more dynamic and com-
plex. Therefore, we do not use a heuristic-based approach,
but instead formulate it into an optimization problem using
the MIP model. We define the input constants and variables
of MIP model in Table 2 and Table 3 and explain them below.
MIP input: The MIP model takes the following inputs: (1) VM
resource configuration, including its memory size (𝑀𝑒𝑚𝑚),
its VM category (regular or evictable1), and its power con-
sumption (𝑃𝑜𝑤𝑒𝑟𝑚𝑡 ), which can be estimated by the num-
ber of vCPUs and its utilization [57]; (2) Estimated VM life-
time (𝐿𝑖 𝑓 𝑒𝑡𝑖𝑚𝑒𝑚), based on the insights from prior stud-
ies [12, 25, 50] that VM lifetime can be estimated with high
accuracy using VM properties (e.g., VM type and hosted ap-
plication type); (3) Current and predicted power supply of
rMDCs (𝑅𝑆𝑛𝑘𝑡 ), with the high predictability of renewable
power supply (see §2.2). SkyBox has the strong robustness
of handling mispredictions, as discussed in §4.5 and §5.7.
1Cloud platforms usually offer evictable VMs that run at a much lower price
and priority than regular VMs. They can be evicted if needed [5, 70].

Table 3: Variables used in our MIP model.

Symbol Domain Interpretation
𝑋𝑚𝑛𝑘𝑡 {0, 1} Whether VM𝑚 is powered up in the 𝑘th

rMDC of the subgraph 𝑛 at time 𝑡
𝑀𝑚𝑛𝑘1𝑘2𝑡 {0, 1} Whether VM𝑚 is migrated from the rMDC

𝑘1 to 𝑘2 of the subgraph 𝑛 at time 𝑡
𝑁𝑅𝑛𝑘𝑡 R≥0 Non-renewable power used by the 𝑘th

rMDCs of the subgraph 𝑛 at time 𝑡
𝑅𝑈𝑛𝑘𝑡 R≥0 Renewable power used by the 𝑘th rMDCs

of the subgraph 𝑛 at time 𝑡
𝐶𝑜𝑛𝑠𝑢𝑚𝑛𝑘𝑡 R≥0 Power consumption in the 𝑘th rMDCs of

the subgraph 𝑛 at time 𝑡
𝐷𝑜𝑤𝑛𝑡𝑖𝑚𝑒𝑚 R≥0 The actual downtime of VM𝑚

These MIP inputs are essential in the MIP model, as they
inform the model about the VM energy consumption and
renewable energy supply, which helps the MIP model limit
the number of VMs that can run in rMDCs.
MIP output: For VM placement within subgraphs, the MIP
model denotes placement decisions as 𝑋𝑚𝑛𝑘𝑡 (see Table 3).
It sets 𝑋𝑚𝑛𝑘𝑡 = 1, if VM 𝑚 is powered on at 𝑘th rMDC in
subgraph 𝑛 at time 𝑡 . The MIP model also decides the non-
renewable energy usage from the power grid. We use 𝑁𝑅𝑛𝑘𝑡
to represent the amount of non-renewable power supply to
the 𝑘th rMDC in subgraph 𝑛 at time 𝑡 through the grid.
MIP objectives: SkyBox aims to minimize the total carbon
footprint and maximize the VM uptime. To achieve these
goals, we define two objectives in our MIP model. The first
objective (O1 Carbon in Formula 1) is defined to minimize the
non-renewable energy usage of rMDCs over the course of
time, since it is the primary cause of the operational carbon
footprint (i.e., the carbon intensity of non-renewable energy
𝐶𝐼𝑁𝑅 is significantly greater than that of renewable energy
𝐶𝐼𝑅). The second objective maximizes the uptime percentage
for evictable VMs (O2 Uptime). This objective is defined to
make sure that the evictable VMs will also have reasonable
good performance when the renewable energy supply is
unstable. As for regular VMs, SkyBox guarantees that they
will never be actively powered off due to the insufficient
renewable power supply.
MIP variables and constraints: We list one of the key con-
straints of our MIP model in Formula 1. The constraint en-
forces that the total power consumption of all running VMs
(𝐶𝑜𝑛𝑠𝑢𝑚𝑛𝑘𝑡 ) on each rMDC cannot exceed the total power
supply (C1 Power) that includes both renewable energy pro-
duction and the non-renewable energy from the power grid.
VM migration across rMDCs in a subgraph: If an rMDC
experiences a decrease of renewable power supply, SkyBox
can migrate some of its VMs to another rMDC within the
same subgraph that has excessive power supply. Therefore,
we integrate a power model to quantify the overhead of
VM migration, where its power consumption is proportional
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to the size of VM states migrated [64]. Larger VMs incur
higher overhead to the total power consumption and are
more sensitive to migrations. Even though the VM live mi-
gration introduces extra power consumption, it only incurs a
millisecond-level of VM downtime [63, 83]. Given the lowmi-
gration frequency of SkyBox (0.015 times per VM per hour on
average, see Figure 14), it will not incur much performance
overhead to the VMs, especially for the VMs running batch
processing and throughput-oriented workloads.
Additional MIP output: VM migration is represented by the
symbol 𝑀𝑚𝑛𝑘1𝑘2𝑡 (Table 3) in our MIP model. 𝑀𝑚𝑛𝑘1𝑘2𝑡 de-
notes whether a VM𝑚 should be migrated from 𝑘1th rMDC
to 𝑘2th rMDC of subgraph 𝑛 at time 𝑡 . Using the same objec-
tives (O1 and O2), the MIP model will identify an optimized
VM migration plan for each rMDC.
Additional MIP variables and constraints: The MIP model
uses𝑀𝑚𝑛𝑘1𝑘2𝑡 and input constant 𝑃𝑜𝑤𝑒𝑟𝑀𝑖𝑔𝑟 to estimate the
migration overhead of a VM𝑚. For each VM, its migration
overhead counts toward the total power consumption of
both migration source and target rMDC (C1’ Power of For-
mula 2). Following the prior constraint (C1 Power), the total
consumption cannot exceed the total power supply.

C1’ Power:∀𝑛 ∈ N, 𝑘 ∈ K𝑛, 𝑡 ∈ T :

𝐶𝑜𝑛𝑠𝑢𝑚𝑛𝑘𝑡 =
∑︁

𝑚∈M∪D
[𝑋𝑚𝑛𝑘𝑡 · 𝑃𝑜𝑤𝑒𝑟𝑚𝑡 + 𝑃𝑜𝑤𝑒𝑟𝑀𝑖𝑔𝑟 ·

𝑀𝑒𝑚𝑚 · (
∑︁
𝑘1∈K𝑛

𝑀𝑚𝑛𝑘1𝑘𝑡 +
∑︁
𝑘2∈K𝑛

𝑀𝑚𝑛𝑘𝑘1𝑡 )]

(2)
Formula 2: The additional key constraint of the model.

Sources of benefits: We expect that our MIP model can
make optimized decisions by exploiting the following four
sources of benefits: (1) VMs with higher migration overheads
can be placed at rMDCs with more stable predicted renew-
able power supplies. (2) VMs with longer lifetimes can be
scheduled to rMDCs with longer predicted renewable energy
availability. The MIP model prefer to place VMs with shorter
lifetimes to less stable farms, such as the solar farms. (3) We
prefer to choose VMs with lower migration overheads to mi-
grate when possible. And (4) we use non-renewable energy
from the power grid for rMDCs with unstable renewable
power supplies.

4.5 Misprediction Handling
Our MIP model relies on the prediction of renewable power
production and VM lifetimes, which may be slightly inac-
curate. For instance, a 3-hour-ahead prediction has 9% er-
ror on average. To detect such mispredictions at runtime,
SkyBox compares the real renewable energy production at
each rMDC against its predicted value. Similarly, we also
obtain the prediction errors for the VM lifetime prediction. In

VM Lifetime
Misprediction

Power MispredictionPower Misprediction

Over-prediction Under-prediction

Under-prediction Over-prediction Over-predictionUnder-prediction

VM
Migration

Power 
Grid

VM
Eviction

Power Deficiency
Prediction
Adjustment

Extra Lifetime

Tolerable

Figure 8: The misprediction handling mechanisms.

Table 4: Misprediction handling for different scenarios.

ID VM Lifetime Renewable Power Possible Exceptions
1 Over-predict Under-predict N/A
2 Over-predict Over-predict Power Deficiency
3 Under-

predict
Under-predict Power Deficiency, Extra VM

Lifetime
4 Under-

predict
Over-predict Power Deficiency, Extra VM

Lifetime

SkyBox, minor prediction errors are tolerable. While the ac-
tual power supply of an rMDC may be lower than predicted,
it may still exceed the actual power consumption. And large
mispredictionsmay cause extra power grid usage or evictable
VM outages. Therefore, we design a misprediction handling
mechanism to minimize their impact.
We categorize the misprediction into two types: under-

prediction and over-prediction, where an under-predicted
value is smaller than its actual value, and vice versa. For ex-
ample, an under-predicted power production means more ac-
tual power is produced than predicted, and an over-predicted
VM lifetime means the VM’s actual lifetime is shorter than
predicted. We present different misprediction scenarios in
Table 4, and the misprediction handling workflow in Figure 8.

In 1 , the actual VM lifetime is shorter than predicted, and
the actual power supply is larger than predicted. Based on
the predicted values, the MIP model may place fewer VMs on
the rMDC than it can actually support, and these VMs may
run shorter than its predicted lifetime. In this case, the power
consumption never exceeds the power supply. The rMDC
will have excessive power, and it can serve as the migration
target of other rMDCs. Thus, no specific handling is needed.
In 2 , both the VM lifetime and the renewable power

supply are over-predicted. Since the power supply is over-
predicted, our MIP model may place more VMs on the rMDC
than it can support, resulting in a power deficiency at the
rMDC (i.e., the power supply at an rMDC cannot meet its
total power consumption). To handle this, we employ three
techniques: VM migration, evictable VM shutdown, and power
transmission from the grid. First, we prioritize VM migration
since it introduces minimal VM downtime and carbon over-
head. To perform migration, we select another rMDC which
has the most excessive power supply in the same subgraph as
the migration target. If such an rMDC exists, we will migrate
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VMs to this target rMDC until it cannot host more VMs, or
the power consumption of the source rMDC falls below the
power supply. We prioritize the VMs with less amount of VM
states to migrate, as they incur lower migration overheads.
If the power consumption still exceeds the power supply, we
will power off evictable VMs until their VM uptime percent-
age is below a predefined threshold (empirically set to 90%).
Finally, SkyBox will use the power grid if still necessary.
In 3 , the actual VM lifetime is longer than its prediction.

The MIP model might place VMs onto the rMDC that does
not have a sufficient power supply for its entire lifetime. This
problem can be handled with similar mechanisms in 2 . Since
the MIP model receives the under-predicted VM lifetime as
its input, it cannot make placement and migration decisions
for the rest of their actual lifetimes. To handle this issue,
SkyBox adds an offset to the VM lifetime prediction when we
detect that it is under-predicted. This offset is adjusted using
the average difference between the predicted and the actual
lifetime of completed VMs. SkyBox periodically adjusts its
VM lifetime prediction on an hourly basis, which is aligned
with the decision interval of its MIP model.

In 4 , it may incur similar problems caused by an over-
predicted power supply in 2 and an under-predicted VM
lifetime in 3 . We handle them in the same manner as we
have discussed above.
SkyBox can tolerate spikes in VM utilization, as we can

employ the same misprediction handling mechanism as dis-
cussed above. This is because the impact of an under-predicted
VM utilization on SkyBox is similar to an over-predicted re-
newable power supply and vice versa.

4.6 SkyBox Implementation
We develop SkyBox framework by enabling the replay of
the power variations for each rMDC with real-world power
traces from renewable energy farms, and the replay of the
VM execution and migration across rMDCs with real-world
VM traces from data centers [9]. It takes renewable power
traces and VM traces as its inputs and replays the power sup-
ply in each rMDC and the VM events (i.e., VM deployment,
migration, or shutdown). At runtime, SkyBox updates the
power production at each rMDC, triggers VM placements,
and decides VM migration. The decision interval of SkyBox
is configurable.We use one hour by default to make it aligned
with the granularity of the real-world power traces.

We use Gurobi [49] to implement our MIP model for VM
placement andmigration, theMIPmodel uses a 3-hour-ahead
prediction for its inputs such as the future power supply. The
migration decisions of each subgraph are executed concur-
rently. SkyBox is not limited to power production at a coarse
time scale, it can also work with a fine time scale. The only

reason we use hour-scale power production data is due to
the time granularity of the open-sourced power traces.

We also developed a prototype system on a six-node clus-
ter using the OpenStack cloud framework that live-migrates
VMs and executes real applications in each VM. Our proto-
type system emulates the WAN setup with six nodes from
two CloudLab clusters [31] (one from UMass and one from
Clemson). We use PowerTOP [30] to track the power con-
sumption on each server, which is used to limit the total
power consumption and estimate the carbon footprint. The
prototype system helps validate the accuracy of our SkyBox
testbed and measure the performance impact of VM migra-
tions on real applications. Our experimental results with
various compute- and memory-intensive applications (e.g.,
graph computing with GraphBIG and Redis benchmarks)
show that our testbed has high accuracy (> 97% correctness
in measuring VM uptime) and the VM migrations do not
introduce much performance overhead (less than 8%).

5 SKYBOX EVALUATION
Our evaluation shows that: (1) SkyBox reduces the total
carbon footprint by 46% (§5.2) with reduced monetary cost
(§5.3), andminimizes its impact on VMs, compared with base-
line rMDC placement policies (§5.4); (2) It remains perfor-
mant with large-scale rMDCs deployment, different battery
capacities, and various VM workloads (§5.5); (3) It minimizes
the use of power grid for reduced carbon emissions (§5.6);
and (4) it shows strong robustness to the mispredictions of
renewable power production and VM lifetime (§5.7).

5.1 Experimental Setup
We use the EMHIRES dataset [44, 55] to obtain the power pro-
duction data of renewable farms. We select a representative
eight-week period of the dataset, which includes different
time periods when the variability of renewable energy pro-
duction is high (e.g., Week 4 and 7 in Figure 9) and low (e.g.,
Week 1 and 8). The variability of the eight-week period is
also centered around the yearly average value. Similar to the
prior work [41, 42], we take a constant portion of the power
generated from each renewable energy farm, such that its
maximum power capacity equals to the maximum power
consumption of rMDC servers. For each rMDC, we keep its
original 15-minute battery capacity.

We use the VMworkloads from theAzure CloudDataset [9].
The dataset has various VM properties, including the VM
configurations (e.g., memory size), VM lifetime, and its cate-
gory (regular or evictable). The VM lifetimes in the dataset
range from a few hours to a few weeks. We inject prediction
errors to the VM lifetime prediction to evaluate the robust-
ness of SkyBox (see §5.7). Their arrival rates maintain a high
power utilization (90%) over datacenter servers [41, 42]. By
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Figure 9: Carbon footprint with different rMDC placements in eight weeks (Emb.: Embodied; Op.: Operational).

Table 5: Key parameters in the evaluation of SkyBox.
Category Component Value Lifetime

Cost [13, 16, 77] Server $3,000 per server 4 years
Battery $1,250 per kWh 10 years

Power Trans. $300K per km 20 years
Construction

(Cooling, electricity, etc.) $10 per watt 20 years
Carbon

Intensity [48]
Solar 41 gCO2eq per kWh -
Wind 11 gCO2eq per kWh -
Brown 700 gCO2eq per kWh -

Embodied
Footprint [33, 35, 82]

Server 591 kgCO2eq per server 4 years
Battery 146 kgCO2eq per kWh 10 years

Cooling Facility 50 kgCO2eq per𝑚2 20 years

default, the VM dataset has 10% evictable VMs. We vary the
proportion of evictable VMs in our sensitivity analysis (§5.5).
rMDC setup:We first obtain the top six rMDCs based on the
CoV of the power supply and group them into two stablest
subgraphs (see §4.2 and §4.3). Each rMDC follows the con-
figurations shown in Table 1. We further evaluate SkyBox
with an increasing number of rMDCs in §5.5.
Carbon footprint model: We quantify the total carbon
footprint with three categories: amortized embodied carbon,
operational carbon from the power grid, and operational car-
bon from renewable energy. The embodied carbon footprint
is measured with servers, batteries, and cooling facilities,
and it is amortized over their lifetime. We list their details
in Table 5. The operational carbon footprint is measured by
the product of total energy consumption (from wind, solar,
or power grid) and the carbon intensity (see Table 5).
Baseline policies: We compare SkyBox against baseline
rMDC placement policies. They differ in the way that rMDCs
are placed with multiple energy sources (i.e., renewable
energy, battery, and power grid). For all baseline policies,
rMDCs prioritize to use renewable energy and use the power
grid as a backup. Note that we do not compare non-renewable-
based data centers, as they incur a high operational carbon
footprint. We summarize the baseline policies as follows:
• Centr-Global deploys a centralized rMDC at the geomet-
ric center of all the selected renewable energy farms and
connects it to all the farms with power transmission lines.

• Centr-Graph is similar to Centr-Global, but it deploys a
centralized rMDC per subgraph. They are ideal policies as
they can aggregate all the renewable energy into a rMDC.
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Figure 10: Comparison of the cumulative carbon foot-
print with different rMDC placement policies.

• Distr-Grid co-locates the rMDC with each renewable en-
ergy farm. Each rMDC handles its VM workloads indepen-
dently without migrating VMs.

• Distr-Battery adds extra batteries based on Distr-Grid.
The battery charges excessive renewable power and dis-
charges when renewable power is insufficient. We set the
extra battery capacity of each rMDC such that it can sus-
tain one hour of server operation [58]. We further vary its
battery capacity in the sensitivity analysis (§5.5).
SkyBox is similar to Distr-Grid but live-migrates VMs

within each subgraph from rMDCs having insufficient power
to those with excessive power supply using the MIP model.
We also compare SkyBox with its variants to show the bene-
fit of each of its component: SkyBox-NoSI uses a random
site selection policy; SkyBox-NoSG uses random subgraph
identification; and SkyBox-BestEffort uses the best-effort
VM placement policy instead of the MIP model. SkyBox-
BestEffort prioritizes migrating VMs to the rMDC with the
most excessive power production, suspends evictable VMs if
needed, and uses the power grid as the last choice.

5.2 Carbon Footprint Reduction
We first evaluate SkyBox in reducing the carbon footprint.
We show the cumulative carbon footprint of different rMDC
placement policies over eight weeks in Figure 10. Compared
to Distr-Grid and Distr-Battery, SkyBox produces 46% and
39% less total carbon footprint, respectively. This is because
(1) SkyBox groups rMDCs into subgraphs, which share a
more stable aggregated power supply than each individual
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Figure 11: Breakdownof carbon footprint of subgraphs.

Table 6: Breakdown of the amortized monetary cost of
different data center placement policies over one year.

Category Centr-Global Centr-Graph Distr-Grid Distr-Battery SkyBox
Servers $562K $614K $675K $675K $675K
Battery $23K $25K $28K $141K $28K

Power Trans. $62M $61M $45K $45K $45K
Construction $375K $410K $450K $450K $450K

Total ∼$63.0M ∼$62.0M ∼$1.2M ∼$1.3M ∼$1.2M

rMDC; and (2) it performs effective VM migration within
each subgraph with the predictions of the power supply.

We also compare SkyBox with the two centralized rMDC
placement policies: Centr-Global and Centr-Graph. Since
Centr-Global can aggregate all renewable energy production
into a centralized data center, it has the most stable power
supply. Compared to this ideal placement policy, SkyBox has
slightly higher operational carbon, as it incurs extra migra-
tion overhead. SkyBox also produces slightly more embodied
carbon, as it needs to provision more servers to make use of
the peak power supply. Compared to Centr-Graph, SkyBox
has almost the same (0.1% more) total carbon footprint. This
is because Centr-Graph statically connects rMDCs with the
renewable power farms in each subgraph. While these two
baseline policies have a similar carbon footprint as that of
SkyBox, their monetary costs are several times higher than
that of SkyBox (see §5.3), making them less attractive.
SkyBox achieves more carbon footprint reduction, when

the power production is unstable. As shown in Figure 9,
SkyBox obtains more benefits during the fifth to the seventh
week, when the CoV of energy production is high (i.e., 51%-
64% reduction compared to Distr-Grid). This is because the
baselines require more power grid usage when renewable
production is unstable, causing a high operational carbon
footprint. In contrast, SkyBox can perform optimized VM
placement and migration, which significantly reduces the
operational carbon footprint caused by the use of the power
grid, as shown in the carbon breakdown in Figure 11.

As the power grid becomes more renewable in the future
(e.g., its carbon intensity is projected to decrease by 20 ∼
30% in 2050 [3]), SkyBox can further reduce its total carbon
footprint. SkyBox still produces 38% and 30% less carbon
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Figure 12: Efficiency of rMDCs with different percent-
ages of evictable VMs (quantified with evictable VM
uptime).

than the baseline placement policies Distr-Grid and Distr-
Battery. This is because the operation carbon footprint from
the grid is still the bottleneck of the total footprint.

5.3 Monetary Cost Reduction
We evaluate the monetary cost of SkyBox amortized over one
year, and compare it with the baselines. With the monetary
cost breakdown and the expected lifetime for each rMDC
component in Table 5, we show our study results in Table 6.

SkyBox and Distr-Grid have the minimum monetary cost
among all the rMDC placement policies. Distr-Battery has
13% additional costs due to the extra battery capacity. Centr-
Global and Centr-Graph have lower server costs since they
need fewer deployed servers than SkyBox to reach the same
computing capacity. As the centralized data centers aggre-
gate the power supply frommultiple renewable energy farms,
which generates a smoothened power supply curve, allowing
Centr-Global and Centr-Graph to provision fewer servers to
make use of their peak power supply. However, Centr-Global
and Centr-Graph have to connect all renewable energy farms
to the centralized rMDC via long power transmission lines
(with an average distance of around 700 km), causing higher
cost (62× more than SkyBox). Thus, these solutions are less
practical in terms of cost efficiency. In contrast, SkyBox mi-
grates VM workloads upon insufficient power supply rather
than transmitting renewable energy from other renewable
energy sites. It helps minimize the power transmission cost.

5.4 VM Uptime Improvement
SkyBox improves the overall efficiency of rMDCs as reflected
by the evictable VM uptime. Figure 12 presents the trade-
off between evictable VM uptime and their operational car-
bon footprint, with different settings of the evictable VMs
(from 10% to 50%). With the same operational carbon foot-
print, SkyBox achieves a similar efficiency as Centr-Global
and Centr-Graph. This is because they have relatively stable
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Figure 13: Total carbon footprint with an increasing
number of rMDC sites.
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Figure 14: VM migration frequency of SkyBox.

renewable energy supplies, which minimizes the negative
impact (i.e., VM shutdown) on evictable VMs.
SkyBox always delivers better efficiency than Distr-Grid

and Distr-Battery. For instance, Figure 12 (left) shows that,
when the carbon footprint is 2.0 tCO2eq, SkyBox ensures
the evictable VMs have 100% uptime, while Distr-Grid and
Distr-Battery only have 29% and 45% uptime, respectively.
This is because SkyBox can timely migrate VMs from the
rMDCs that have insufficient renewable power, and keep
these VMs operational. But Distr-Grid and Distr-Battery
have to suspend these VMs; otherwise, they have to use
the power grid to fill the gap, which results in an increased
operational carbon footprint.
SkyBox does not rely on evictable VMs to gain benefits.

With different proportions of evictable VMs (10%-50%), even
when the uptime percentage of all evictable VMs keeps at
100%, SkyBox still effectively reduces the carbon footprint,
because of the stable renewable power offered in subgraphs.

5.5 Sensitivity Analysis
Varying the number of rMDCs:We show the scalability
of SkyBox by increasing the number of rMDCs from 6 to 54.
As shown in Figure 13, the total carbon footprint of SkyBox
is close to ideal, and SkyBox consistently outperforms Distr-
Grid and Distr-Battery as we increase the number of rMDCs.
We also observe that SkyBox has even greater carbon reduc-
tion (from 45% to 56%) with more rMDCs. This is because a
larger pool of candidate subgraphs (e.g., 20 candidates with
6 sites vs. 24.8K candidates with 54 sites) increases the op-
portunities for SkyBox to identify more stable subgraphs.
Varying migration frequency: We evaluate SkyBox un-
der different migration frequencies, where the frequency is
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Figure 15: Total carbon footprint as we vary the battery
capacity in modular data centers.
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Figure 16: Total carbon cost with various evictable VMs.

measured by the number of migration events per VM per
hour of runtime. Figure 14 (left) shows that under differ-
ent evictable VM proportions, SkyBox obtains consistent
carbon footprint reduction with low migration frequency
(around 0.015). When the variation of renewable energy pro-
duction is high (e.g., Week 4 in Figure 14), SkyBox avoids
migrating VMs with long lifetimes to reduce the VM migra-
tion overheads. Consider that live migration has low power
consumption, only sub-second downtime to VMs, and low
impact on application performance [4, 24, 64], SkyBox does
not incur much migration overhead. We show that SkyBox
delivers constant migration frequency over time (Figure 14,
right), under the setting of 0% evictable VMs.
Varying battery capacity:We present the benefit of Sky-
Box using different battery capacities (from a 15-minute to a
4-hour backup time). As shown in Figure 15, the increased
battery capacities help offset more operational carbon foot-
print for SkyBox. SkyBox without extra battery can bring
more benefits than Distr-Battery with a large battery capac-
ity. This is because Distr-Battery has limited opportunity to
keep the batteries charged upon insufficient power supply,
while SkyBox can migrate VMs to another rMDC.
Varying evictable VMproportion: In Figure 16, we change
the proportion of the evictable VMs from 0% to 40%. The total
carbon footprint decreases for all the placement policies, as
evictable VMs offer more flexibility in VM scheduling. Sky-
Box consistently outperforms Distr-Grid and Distr-Battery.
Evenwith 0% evictable VMs (i.e., all VMs are regular), SkyBox
outperform Distr-Grid and Distr-Battery, with a reduction
of the total carbon footprint of 44% and 35% respectively.
SkyBox also incurs only 2% and 14% extra carbon compared
to the Centr-Graph and Centr-Global, respectively.
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Figure 17: Benefits of different SkyBox components.
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Figure 18: Comparison of the VM placement/migration
policy in SkyBox vs. the best-effort approach.

5.6 Benefit Breakdown of SkyBox
We now evaluate the benefit of each SkyBox component.
We compare SkyBox with its variants, each replacing one
SkyBox component with a baseline policy (e.g., MIP Model
vs. Best-Effort VM allocation). We first show the compari-
son of the total carbon footprint in Figure 17. By identifying
stabler renewable energy farms, SkyBox reduces the total
carbon footprint by 53%, compared to the random site selec-
tion scheme (SkyBox-NoSI). With subgraph identification,
SkyBox groups multiple rMDCs to further achieve stable
aggregated power production. It helps SkyBox to reduce 37%
carbon footprint compared with the random subgraph iden-
tification (SkyBox-NoSG). Furthermore, SkyBox can find a
more optimized VM placement and migration plan using our
MIP model, leading to a 39% less carbon footprint than the
best-effort VM placement policy (SkyBox-BestEffort).
To further evaluate how the MIP model of SkyBox opti-

mizes VM placement and migration, we compare SkyBox
against SkyBox-BestEffort. In Figure 18, with the same car-
bon footprint, SkyBox achieves higher VMuptime for evictable
VMs. Their gap is larger with more evictable VMs. This is
because the scheduling of a larger set of VMs across rMDCs
forms a more complicated decision space, it is harder for the
heuristic-based approach (i.e., best-effort) to find optimized
VM placement and migration plans. When the MIP model
of SkyBox makes decisions, it takes the future power supply
changes and different VM properties (e.g., memory size and
priority) into account and considers the global and long-term
impact. Therefore, it can make better migration plans.
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Figure 19: The impact of different misprediction ratios
of power supply and VM lifetime in SkyBox.

5.7 Resilience to Mispredictions
We now demonstrate the robustness of SkyBox in handling
the mispredictions of power supply and VM lifetime. In Fig-
ure 19, we vary the maximum misprediction ratios of the
renewable power production and the VM lifetime from −50%
to 50%, and present the percentage of increased carbon foot-
print against SkyBox with accurate predictions.
The mispredictions of power production incur a small

increase in the total carbon footprint (0.6%-9.7%). And in
practice, power production usually has a low prediction er-
ror. For instance, the misprediction ratio of a 3-hour-ahead
power production prediction is typically ±20% (9% on av-
erage, see §2.2), where SkyBox has less than 3.7% carbon
footprint overhead. As for VM lifetime mispredictions, their
impact is trivial (up to 3%), showing that SkyBox can tolerate
inaccurate predictions (up to 50%) of VM lifetime.
It is worth noting that SkyBox with mispredictions still

outperforms Distr-Grid and Distr-Battery with accurate pre-
dictions (see Figure 10 and 19). SkyBox obtains at least 33%
and 42% carbon footprint reduction compared with Distr-
Grid and Distr-Battery, respectively. This is because SkyBox
can effectively perform VM migration upon mispredictions,
as discussed in §4.5.

6 RELATEDWORK
Renewable energy for data centers. Using renewable en-
ergy to power data centers has been investigated in prior
studies [39, 41–43, 61, 62, 81, 92, 106]. They benefited the re-
cent development of containerized, mobile, truck, and edge
data centers [18, 29, 97] that enable platform operators to
move data centers closer to renewable energy farms with low
cost. Most recently, a majority of popular cloud providers
have been planning to use renewable energy in their data cen-
ters [2, 8, 45, 71], and discussed how to build carbon-aware
data centers with renewable energy [2]. Our work SkyBox
shares the same goal with these prior studies, but proposes
a new approach to utilizing renewable energy for modular
data centers. SkyBox employs a holistic and learning-based
approach to formulate a different problem and explores dif-
ferent design tradeoffs.
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A majority of prior studies focused on a single data cen-
ter for optimizing its scheduling decisions. They did not
explore the complementary energy patterns across multi-
ple sites [39, 41]. In these prior studies, they either targeted
only one specific type of application (e.g., Hadoop) [42], or
one type of carbon emission (i.e., neglecting embodied emis-
sion) [92]. Our work proposes a holistic approach, and dis-
cusses different design tradeoffs, such as the tradeoff be-
tween the VM performance and the carbon footprint, dis-
tributed rMDCs vs. centralized data center, and the tradeoff
between embodied and operation carbon footprint with dif-
ferent rMDC deployment settings.
Energy and carbon efficiency of data centers. To improve
the energy efficiency of data centers, a variety of computer ar-
chitecture and systems techniques have been developed [27,
28, 58, 59, 85, 93, 104], including the dynamic voltage and
frequency scaling, and the power management in different
server components (e.g., CPU cores, caches, and memory).
Researchers also developed many power-aware scheduling
policies across the entire systems stack [4, 17, 19, 21, 23, 40–
42, 50, 67, 98, 100, 101, 105], such as workload scheduling
and VM placement. Recently, more studies have focused on
improving the carbon efficiency [14, 47, 48, 80, 91, 102, 103].
These studies are orthogonal to our work. SkyBox focuses on
exploring the efficiency of renewable energy with modular
data centers, by addressing the variability challenge of using
the renewable energy.
Energy-based elasticity and reliability. To provide reli-
able and elastic computing for cloud services, prior studies
proposed power-aware workload migration policies across
data centers, depending on the energy cost and availabil-
ity [11, 22, 65, 66]. And they investigated the use of VM
migration [84, 88, 90], replication [26, 60], and checkpoint-
ing [75, 76] to manage faults and power outages. Differ-
ent from these prior works, SkyBox targets the power vari-
ability of renewables, and develop new algorithms for VM
placement and migrations across geo-distributed modular
data centers. Modern data centers employed resource har-
vesting techniques, such as Spot VMs and Harvest VMs [5–
7, 10, 70, 87] to address the variability in computing resource
demand by adaptively reclaiming spare resources. While our
goal is to optimize the use of unstable renewable energy,
these resource harvesting approaches can be applied to fur-
ther utilize the renewable energy. We wish to explore the
resource harvesting techniques in rMDCs in the future work.

7 CONCLUSION
In this work, we develop SkyBox, a framework that employs
a holistic and learning-based approach for deploying geo-
distributed modular data centers at scale. It tackles the power
variability of renewables with the insights derived from our

study of real-world power traces. SkyBox presents a set of
techniques to help cloud vendors identify the suitable sites
for deploying modular data centers. It also develops a set of
algorithms to facilitate VM placement and migration across
deployed data centers. Our experiments show the capabilities
of SkyBox in helping cloud vendors deploy modular data
centers in collocation with renewable energy farms.
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